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Abstract

An innovative profile monitoring methodology istiaduced for Phase | analysis. The proposed
technique, which is referred to as ttiester-based profile monitoring method, incorporates a cluster
analysis phase to aid in determining if non confagnprofiles are present in the historical data set
(HDS). To cluster the profiles, the proposed methicst replaces the data for each profile with an
estimated profile curve, using some appropriateessgon method, and clusters the profiles based on
their estimated parameter vectors. This clustes@hben yields a main cluster which contains more
than half of the profiles. The initial estimatedoptation average (PA) parameters are obtainedttaydi

a linear mixed model to those profiles in the meliaster. In-control profiles, determined using the

Hotelling’s T? statistic, that are not contained in the initiaimeluster are iteratively added to the main
cluster and the mixed model is used to update shiemated PA parameters. A simulated example and
Monte Carlo results demonstrate the performancaradge of this proposed method over a current non-
cluster based method with respect to more accugatemates of the PA parameters and better
classification performance in determining thosefif@® from an in-control process from those from an

out-of-control process in Phase I.
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Introduction

In Phase | profile monitoring analysis, one gaala distinguish between those profiles from the in
control process (called the normal profiles) in tHBS from those profiles from the out-of-control
process (called the outlying profiles). The outtyiprofiles are usually removed and the remaining
normal profiles are used to compute the statistexsded for establishing the in-control limits used
Phase Il analysis.

To detect the abnormal profiles in Phase | of pmefile monitoring process, several authors,

including Kang and Albin (2000), Kim, et al. (2008)d Mahmoud and Woodall (2004) utilized the

Hotelling’s T? statistic to determine abnormal profiles based han dstimated regression parameters.
Nonlinear and nonparametric profile applicationsravetudied by Jin and Shi (1999), Walker and
Wright (2002), Gupta, et al. (2006), Ding, et 20Q6), Williams, et al. (2007a), Williams, et &007b)

and Hung, et al. (2012). Jensen, et al. (2008kereand Birch (2009) and Qiu, et al. (2010) progose
the use of mixed models to monitor the profile®ider to account for the correlation structure with
profiles. Based on mixed models, Jensen, et abgRaAnd Jensen and Birch (2009) proposed detecting

abnormal profiles by comparing each estimated lerafpecific (PS) curve to the estimated population

average (PA) curve using tHe statistic. Jensen, et al. (2008) proposed the fisleedl * statistic to

determine abnormal profiles in the parametric mixeadel and showed the equivalence between this

approach and using th’ statistic based on the estimated best linear piadi¢eblups) of each profile.
This is the method that will be utilized in our apo illustrate a non-cluster based method. ldede

be pointed out, however, that any reputable profitemitoring method for Phase | analysis could kedus

to illustrate a non-cluster based method. The me@aluster based method would then be adjusted

accordingly to account for this other method. It bslieved that the advantages of clustering



demonstrated in the example and in the Monte Gaddy would still be present regardless of the type
of non-cluster based method used.

The performance of a Phase | analysis method eamdasured in terms of the method’s ability to
correctly identify the presence of abnormal prafiie the HDS. An important criterion used to measur
the success of a Phase | method at detecting dablmgprocess is the probability of signal (POBg, t
probability of detecting at least one outlying fleofin the HDS. However, one problem with many
methods discussed above is that the estimated B#epis based on averaging the fits of all the
profiles, including any profiles from the out-offtool process. Thus, the estimated PA profile el
“pulled” in the direction of the profiles from thaut-of-control process resulting in a biased esintd
the true PA profile. Additionally, the corresponglimariance-covariance matrix, needed for computing
the T2 statistic for each estimated PS curve, will be kirtyi distorted. Consequently, ti& statistics
can be misleading and the in-control limits usedPhrase | will be less able properly separate those
profiles belonging to the in-control process framde belonging to the out-of-control process. Fairth
the performance of previous methods is measuragsing the POS, which only measures the ability of
detecting the presence of outlying profiles in iHi@S. However, the POS does not indicate whether the
classification of profiles into the two categora@snormal and outlying is correctly specified.

A new profile monitoring method, referred to a® thluster based profile monitoring method, is
proposed to obtaili® statistics that are robust to outlying profilesPihase 1. Also, a classification table
is identified that suggests other performance metiin addition to the POS, be used to evaluate a
method’s ability to properly classify profiles intiee normal and outlying categories.

A simple example below gives a comparison of theppsed cluster based method to the existing

non-cluster based method of Jensen, et al. (2008his example, it assumed that there are total 12



profiles in the HDS where nine are from the in-cohprocess while the other three are from theajut-

control process. The normal profiles were generfitad the linear mixed model (LMM)
Yi = (B, +bg) + (B, +by)x +(Bs+by)x 2+, 1=1,2,..m;,j= 1,2,..0 (1)
and the outlying profiles were generated via theMLisks
Y = (B +by) +(Bi+by)x; +(By+b,)x* +&, i=m+1,..m, j=12.n 2)

where the random effects are defined as

by g, 0 0
b, [~MN|O0 ,| 0 o O0]],
b, 0 0 o

e~MN(0, o?1),
(here MN represents the multivariate normal distiidn) and with fixed effecwT =(12.5, -7, 3

for the normal profiles angd™ =(21.875, —14.5, 3} for the outlying profiles. Additionally,

m =9,m=12and g} =0’ =0, =0.5and o =4.Thus, profiles 10, 11, and 12 are outlying profiles
The 12 true profiles, based on the actual paranveilees and random effects, are plotted in Figure

1.1 where the blue curves represent the normallg@soivhile the red curves represent the outlying

profiles. It is difficult to distinguish the thremutlying profiles from the normal profiles by lookj only

at the plot.



plot of the profiles

Figure 1.1: The plot of 12 true profiles

Using theT? statistic, both the existing non-cluster based wathand the proposed cluster based
method signaled, indicating that both methods dete@a change in the process. However, the non-
cluster based method signaled due to misclassiftieg8" profile as the outlying profile. The cluster
based method, on the other hand, correctly classtfie 18, 11" and 12" profiles as outlying profiles

and classified the other nine profiles as normalfij@s. The estimates of the PA parameters from the

non-cluster based method (Jensen, et al. (2008))F&r=(20.081, -14.214, 2.73 while the
estimates of the PA parameters from the proposethadeare ﬁT:(14.486, -7.764, 2.037

Compared to the true PA parametefS,=(12.5, =7, 2 the estimates of the non-cluster based

method (Jensen, et al. (2008)) are severely destosthile the proposed method provided PA estimates
much closer to the true values, as expected. &tample will be illustrated in greater detail ircsen

3.2.



Review of the non-cluster based method

In the HDS, the representation of tifeprofile using the linear mixed model (LMM) (Lairahd
Ware (1982)) is
y=Xp+Zb+eg, i=1,2;--mj=212-n (3)
wherey, is the n x1 response vector for thd" profile, X, and Z, aren x p and n xq, respectively,
matrices of explanatory variablely, is a qx1 vector of random effects for thi' profile with
b ~MN(0,G) andG is aqxq covariance matrixe is the random error term for th& profile with
& ~MN(0,R). For more details of the LMM, see SchabenbergerRiecce (2002), Seber and Wild

(2003) , and Demidenko (2004). The convenient waydérive an estimator off is to stack the

Y1 X, b,
responses and the model matrices forntlwedividual profiles. Lety=| : |, X=| : |,b=]| : |,
ym Xm bm

n= z n, and Z is the nxmgblock diagonal matrix withZ, along each diagona¥ =
i=1
O ... Z

The above model can be written as
y=Xp+2Zb+e. 4)

With the stack equation above, the correspondiagibutions forb and & can be written as

b~ MN(0,G), 5)

¢~MN(O,R), (6)



where R =diag(R ), and the conditional and marginal distributions foere
ylb~MN(Xg+2ZB,R), (7)
And
y~MN(X8,%), (8)
where
X =var(y)=2GZ" +R.
We denote byg,,,, the estimator for the PA parameter vector forfitked effects and denote Hy the

eblups of the random effects for tH&profile. Then it can be shown that (Schabenberger Rierce

(2002))
B =(XTZX) Xy, 9)

b =GZ 5 (y-X4). (10)

Note, 2 here is usually unknown and needs to be estinfated The most commonly used estimators

for X include the maximum likelihood estimator (MLE) anke restricted maximum likelihood
estimator (REMLE) (Ruppert, et al. (2003)). By dithsng the estimate and é,the parameter
estimates and eblups can be obtained. Subsequtglgstimated parameter vector and eblups for the

i"™ profile are

B =B+, (11)



~ ~ -1 ~ ~ ~
where B, :(X z*x) XXy and b’ is a px1 vector containingy for the columns ofZ, that

are equal to the columns Xfand zero otherwise. Consequently= b if X, =Z,.. The estimated fits

for PS curve and for the PA curve are expressed as

A

Vos: = X8, = X B + 210, (12)
and
Jen = X Bua (13)
Jensen, et al. (2008) proposed a parametric apiprtoadetermine the unusual profiles based on the

distance of the estimated parameter vector froncémeer of the group of estimated parameter vectors

They introduced a formula for tHE? statistic based on comparingj to the sample mean ¢f , B, -
The T? statistic for thei” estimated PS curve is defined as
2= (B =B ) VB = Bum). (14)
whereV is the estimated variance covariance matrixgofThe successive difference estimatdy,,
first introduced by Hawkins and Merriam (1974) referred here. Sullivan and Woodall (1996) showed

that\/AD is effective in detecting sustained step changethe process that may occur in Phase | data.

The successive difference estimator\6fis

\7D = 2([’71-— 1) Zin:;l(ﬁiﬂ - Ai )T ( Ai+1_ Ai)' (15)

Jensen, et al. (2008) showed that the distributidnT? follows asymptotically a chi-squared

distribution with p degrees of freedom for large samples, wheres the number of estimated



parameters. SincilﬁI =0, it follows that (Jensen, et al. (2008)) the abowamiulas can be written
i=1

equivalently as

and

The Cluster Based Method

The proposed cluster based profile monitoring etls designed to provide a procedure that is
robust to outlying profiles for the Phase | profit@nitoring process. The main idea is to first tdushe
profiles to obtain a set of initial main clusteofiles with similar shapes. A cluster based methed
been used previously in the robust regression gotdeclustern independenpxlvectors by Lawrence
(2003). Jobe and Pokojovy (2009) also proposeduaterl based method for use with multivariate
control charts. However, clustering in the profi@nitoring context is more complex than clustering
data points in that the goal now is to clusterneated curves involving intra-profile correlated alah
general discussion of the method is outlined bdtwlewed by a more detailed discussion.

The first step is to fit a curve, by some apprajgrimethod, to each ofindependenty x1 profiles

(vectors) where the data within each profile akelli to be correlated. The proposed method thasvall

each estimated profile to be represented by a vettestimated model parameters. After each pradile

represented with a parameter vector, the estimade@nce-covariance matrix estimatdr, can be

calculated by using the successive difference efetimated parameter vectors. The second step is t



calculate the similarity matribs based on the estimated parameter vectorsvaftien, an appropriate
cluster method is used to cluster each profile thaseS.

To obtain a tight, compact sphere of similar gesfi hierarchical clustering with complete linkage
performed until an initial main cluster of more mhiaalf of the profiles is formed. After obtaining a

initial main cluster, denoted by the profiles in C_,, can be used to obtain an initial estimate of

PA. This estimated curve can be used with the ptesly estimated variance-covariance matvix, to
calculate theT ? statistics for the profiles not irC_,;,. The profiles which have in-contrdl® statistics
are then added tcC_,, to obtain a new set of profiles, denoted @s,,. Then, the mixed model
approach is used to update the estimate of the ®@flgfrom the profiles inC_,. Repeat the above
procedure of updatin@, ., by adding the profiles not i€, until either the smallesE? statistic for
the remaining profiles outside @, is beyond the control limits or all the profileave been added to

C..,- Upon completion of the algorithm, those profilemntined inC , are labeled as “in-control

profiles” and those not included @, are labeled as “outlying profiles”. The proposdgodathm is

now outlined in detail.
Step 1

Represent each estimated profile by an estimateaingder vector (obtained using some appropriate
method) and determine thax p parameter matriXB.The i" row of B, denoted bypx1 vector f;, is

defined as estimated parameter vector for theprofile. Use the successive difference estimator to

obtain the estimated variance-covariance matfixfor B, as

Y, :ﬁzin:(ﬁm _ﬁi )T (ﬁi+1 _Bi)-
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Step 2
Using\7 obtained in step 1, computemxm similarity matrix S ,where thei, j entry is defined as
~ ~AN\T ~_ ~ ~
Si :(ﬂi _ﬂj) \% l(ﬂi _ﬂj)’
where g, and ﬁ'i are i"™ and ™ rows of B, respectively.

Step 3

Perform a cluster analysis on the given similamigtrix and use complete-linkage to obtain the elsst

of ﬁi .The main cluster is defined as the first clustat gdontains more than half of the profiles. Denote
- . m :
the indices of the main cluster &3, . Stop the cluster process as soon as at I%azs}ﬂ profiles are

contained in the main cluster. Since new profiles/e added t&,_;, during the iteration process, we

denote byC the main cluster at each iteration step. Thuseaetid of step & =C_,,.

Step 4
Use the mixed model approach to estimate the PAilgror profiles in C, denoted asﬁPA. For all

profiles not contained i€, compute

~ ~ T A ~ ~
Ti2 :(ﬂi _ﬂPA) V_l(ﬂi _ﬂPA)’
where “i” denotes thé" profile not contained ifC and add the profiles which halé< )([Zl_l]’df:p to

C and obtain a new index s€},,.

Step 5

11



If the profiles in C_, are different from the profiles i€ set C=C_, and go back to step 4,

new’

otherwise set the final profiles i€, as Cq,-

Step 6

Use the mixed model approach to estimate the PAlg@marameters for profiles irC, ,.Denote this

PA profile as fips, the eblups for thé" PS curve byﬁC,i and variance-covariance matri,. Here,

the “C” in the subscript denotes that the estimates résuh the cluster-based method.
A Detailed example

To aid in understanding the proposed algorithmetailed analysis of the example is now provided.
Recall that the example in section 1 has nine jgofrom the in-control process and three profitem
the out-of-control process. Figure 1.1 shows the tt2 profiles. Eight observations taken at theesam
equally spaced regressor values were randomly gestefrom the models for each of the 12 profiles.
The data, connected by straight line segmentsaoh erofile, are displayed in Figure 3.1.

In Figure 3.1, it is easy to see that all proféé®w a quadratic trend and it is reasonable tathmse
guadratic model to represent these profiles. Theesuin red represent the outlying profiles, thguagh
this stage of the analysis, this fact is neithesvian nor clear from the plot that these three redesiare

“different” from the nine blue curves.

12



plot of the raw profiles

Figure 3.1: The plot of 12 observed profiles
Step 1
The parameters for each profile are estimated iddally using the fixed effects quadratic modebime

regressor and the method of least squares. Theaatsti parameters for each profile are listed inldab
3.1, with the last three columns representing Bhenatrix. The estimated variance-covariance matrix,

vV, for the ﬁ’i is computed using the successive difference estimat

Table3.1: 12x 3 B matrix; the parameter estimates for 12profiles

Index of profiles B, B, By
1 18.393 -9.171 1.055
2 13.14 -7.072 2.149
3 15.41 -9.214 2.748
4 9.743 -5.554 2.1
5 20.558 -10.704 1.941
6 15.127 -6.44 2.791
7 11.069 -6.338 2.299
8 12.029 -6.316 0.68
9 14.907 -9.068 2.488
10 21.645 -14.318 3.441
11 21.892 -14.832 2.324
12 20.081 -14.214 2.737

13



4503 -4.285 0.38
V =| -4285 5.035 - 0.49
0.387 -0.494 0.49

Step 2

Using\7 computed in step 1, obtain the similarity mat8xpresented in table 3.2.

A

~ A~ \T ~ ~
Table 3.2: Smilarity matrix using s, :(ﬂi —ﬂj) \ (ﬂi —ﬂj)

S; 1 2 3 4 5 6 7 8 9 10 11 12
1 0| 5.19 9| 977 | 1.81| 11.55| 896 | 4.57 8.7 | 23.65| 24.4| 2937
2 5.19 O| 1.89| 1.18| 477 | 845| 065| 455| 197 | 16.43 | 21.26 | 22.32
3 9| 1.89 O| 3.26| 586 1332 | 192 | 9.12| 0.24| 7.43| 12.71| 12.79
4 9.77 | 1.18| 3.26 0| 10.46 | 13.61 0.2 | 457 | 2.74| 1899 | 22.79 | 22.54
5 1.81| 4.77| 5.86 | 10.46 0| 852| 861| 9.41| 6.56| 16.28 | 20.7 | 24.76
6 11.55 | 8.45|13.32 | 13.61| 8.52 0| 12.07 | 19.73 | 15.85 | 34.96 | 48.23 | 50.63
7 896 | 0.65| 1.92 0.2 | 8.61| 12.07 0| 534 1.7 | 16.07 | 20.68 | 20.51
8 457 | 455| 9.12| 457 | 9.41| 19.73| 5.34 0| 7.33|2619| 235| 26.41
9 87| 197 | 0.24| 274| 6.56| 15.85 1.7 | 733 0| 7.56| 11.08 | 11.24

10| 23.65| 16.43 | 7.43| 18.99 | 16.28 | 34.96 | 16.07 | 26.19 | 7.56 0| 362| 3.08

11 24.4 | 21.26 | 12.71 | 22.79 | 20.7 | 48.23 | 20.68 | 23.5| 11.08 | 3.62 0| 0.75

12| 29.37| 22.32|12.79 | 22.54 | 24.76 | 50.63 | 20.51 | 26.41 | 11.24 | 3.08| 0.75 0

Step3

Perform the cluster analysis on the similarity mxatrsing complete-linkage. The cluster process is
represented by a dendrogram in Figure 3.2. Sineeethre 12 profiles, the initial main cluster must
consist of at least seven profiles. The dendrogerals that in the fifth step of the clusterimgqess,

two profiles (with indices 1 and 5) are added tolaster containing six profiles, resulting in a new

14



cluster containing eight profiles. Since this ig fiirst cluster formed with at least seven profilése
initial main cluster will contain these eight pief. This cluster step ends with an initial mainstér
(seen on the right side of the dendrogram in Fi@u2¢ and two minor clusters. The initial main ¢hrs

contains profiles 1-5, and 7-9. Using the profildex to represent each profile, the initial maumstér is

defined asC,;, ={1:5,7:9 and C=C_,, ={1:5,7:9.

Cluster Dendrogram
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Figure 3.2: Dendrogram for clustering of example dataset.

Step 4

The LMM is used to obtain the PA parameter estim[i;g based on the profiles i@ as
Bo =(14.406, -7.930, 1.932

and the T.? statistics for those profiles not containedGnare displayed below

iacC 6 10 11 12
T? 10.695 14.381 17.446 19.049

The cutoff value ofT? is

15



cutoff :)([Zl_ﬂ]vdf:3 = 13.22¢

Since the B profile has theT? statistics less than the cutoff, this profile isded toC to obtain
Coew ={1:9 .
Step 5

SinceC#C_,, setC=C_, :{1:9} and repeat step 4 using the LMM. The updq@gp and theT?

new’

statistics are obtained as

Bl,=(14.486, -7.764, 2.0

i0C 10 11 12
T? 15.611 19.811 21.502

Since theT? statistics above show that no profile can be added, algorithm stops here with

Cfinal :{1:9} .
Step 6

All profiles in the final setC. , are used with the LMM model to estimate the PA peater vector

final
ﬁCPA, eblups ﬁyc and variance-covariance matN@é as
i, =(14.486, -7.764, 2.07

The successive difference estimaie based on the ebulps is

2.110 -0.969 -0.643
V. =|-0.969 0.619 0.209
-0.643 0.209 0.462
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Table 3.3: eblups for the profilesin C

final

Index of profiles by, b, b,
1 2.045 -0.735 -1.028
2 -0.524 0.271 0.164
3 -0.299 -0.354 0.586
4 -1.502 0.686 0.222
5 1.927 -0.933 -0.287
6 -1.27 0.499 0.358
7 0.474 -0.072 -1.19
8 -0.205 -0.44 0.347
9 -0.645 1.078 0.829

The example shows that the algorithm correctintdies the three outlying profiles. In the cluste
phase, the algorithm gives the initial main clusteprofiles as and two corresponding minor cluste
and with and In the profile clustering procesg pmofile in the minor cluster is added to thitiah
main cluster while the profiles in are not add€kis, of course, is the desired result. Afterreotly
identifying the outlying profiles, the final PA dile and variance-covariance matrix were estimatged

using the in-control profiles i€ .. The cluster phase shows that the 6th, 10th, 4dth12th profiles

final
in the two minor clusters do not behavior as sirilas other eight profiles in the initial main star.

The cluster based method, using the statistiderms of the estimated PA profile from all eight
normal profiles, correctly identified the 6th pilefias a normal profile. The non-cluster based ntgtho
on the other hand, using the statistics in tesfrthe estimated PA profile from all normal andIgiuigy
profiles, misclassified the 6th profile as an ountyprofile and the 10th, 11th, 12th profiles asmal
profiles.

Monte Carlo Study
A Monte-Carlo study was performed in order to ea&é and compare the proposed cluster based

method to the non-cluster based method.
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Recall that the POS does not supply informatiooualvhether the classification of profiles into the
two categories of normal and outlying is correcpecified. Each method’s ability to make both octrre
classifications and incorrect classifications candvaluated by computing the following performance
characteristics: fraction correctly classified (HC€ensitivity, specificity, false positive (FP)dfalse
negative (FP). The definitions of these terms tadlgiven below. After completing the Phase | asialy
the following classification table (Table 4.1) da@ constructed.

Table 4.1: Classification table for Phase | analysis

Classified set Normal profiles Outlying profiles
Actual set
Normal profiles A B
Outlying profiles C D

In Table 4.1, “A” represents the number of normedfiles that are correctly identified as normal
profiles and “D” represents the number of outlyipigpfiles that are correctly identified as outlying
profiles, respectively, after the Phase | analy$s.represents the number of profiles which arentr
the in-control process but mistakenly classifiedasying profiles while “C” represents the numlwér
profiles which are from the out-of-control procdssg classified as normal profiles. With this takileg
FCC can be defined as

A+D

FCC=————.
A+B+C+D

The sensitivity measures the ability of the clasatfon method to identify the normal profiles argon

the normal profiles and it can be calculated as

Sensitivity = —A )
A+B

18



The specificity, on the other hand, representsathiity to identify the outlying profiles among the

outlying profiles which can be obtained as

e D
ecificity = ———.
33 y C+D

FP is the fraction of actual outlying profiles tlae incorrectly classified as normal profiles didl is
the fraction of actual normal profiles that areamectly classified as outlying profiles. FP and ki

computed as

FP = C ,
A+C
and
FN = B )
B+D

It is easy to show that all these metrics are bedray 0 and 1, and that a method will perform well
Phase | analysis by achieving large values for F&€&Dsitivity and specificity and small values fd? F
and FN.

A Monte-Carlo study is used to compare the nostelubased method and the cluster based method
using the performance metrics POS, FCC, sensitasity specificity, FP, and FN. Also, the ability of
each method to accurately estimate the PA parameidgh be used to compare the methods. This

Monte-Carlo study assumes the in-control profilesrandomly generated from the linear mixed model
Y = Bo +Bi% tBa% +E,i=12,..m j=12,.n (16)
where
B, = BX*+by,

,Bli =:81_252¥+b1i’
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B, :/8272 +b;.
Here, " =(B,, B., B,) represents the fixed parameters ahi=(b,, b,, b,) represents the

random effects. Note, the corresponding PA parametector can also be written as

Bl = (,BZYZ, B, 2B.X, ,6’272). Also, m is the number of normal profiles, and :@
Consequently, the PA profile can be written as
Yenij = BX" +(Bi=2BX)% +(BX)x%i1=12,..m;,j= 12,.n (17)
It is easy to show that the PA profile can be sifigal as
Youy = B + By, —§<)2, i=1,2,.m,j=12.n (18)
The outlying profiles are also generated from e form, but with
By = (B, + shift) x* + by,
B = B, —2(B, + shift)X +b;,
and
By = (B, + shift) X* +b,,
and its corresponding PA profile is
Yousj = (B, + Shift)X* +[ B, = 2( B, + shift) X ] x; +[ (B, +shift) X* | x,°, 19)
i=m+1 m+2,..m, j=12,.n.
Also, the above formula can be simplified as
Yeaii = BX; +(,32+shift)(xij —Z)Z, i=m+1m+2,.m,j=12,.n (20)

In above equations, it is assumed that
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b, g 0 0
b, [~-MN|O |0 o 0],
b, 0 0 o

e~MN(0, o),
Here,o; =07 =0,=0.5,0 =1, 5,=3, B,=2andx; = j, i=1,2,..m,j = 1,2,.n It is also assumed

that m =20, m= 30 and n=10. The PA parameter vector for the in-control procéssset at

pr=(8% B-28%, Bx*)=(60, -19, 2

In this Monte Carlo study, the shift values areatg0.05, 0.075, 0.1, 0.125, 0.175, 0.2, 0.22850
0.275, 0.3). For each value of the shift factog gerformance measures FCC, sensitivity, spegificit
FN, FP and POS are averaged over 5,000 replicafldresresults are presented in Table 4.2.

Table 4.2 shows that when the shift is very smadiif{ less or equals 0.075), the non-cluster based
method has a slightly larger POS than the clustesretd method, but the cluster based method has
superior performance based on the other critenaekample, when the shift is 0.075, the clusteseba
method has FN=0.3922 while the non-cluster baseithadehas FN= 0.4429. Also, the cluster based
method has larger value of FCC, specificity andsgetity with smaller FP when the shift is 0.075.
When the shift is greater than 0.075, the cluséseld method gives uniformly superior results compar
to the non-cluster based method based on all pedioce criteria. For example, when the shift is equa
to 0.2, the cluster based method has the FCC anddeidl 0.8234 and 0.003, respectively, while the
non-cluster based method has the FCC and FN am &m0.7277 and 0.1176. Also, the POS of the
cluster based method is 0.879 while the non-cluséesed method is 0.823. Clearly the cluster based
method is superior to the non- based method whanga number of very outlying profiles exist in the

HDS.
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Table 4.2: Average of performance metric based on Monte Carlo study (The top values are the results

from the cluster based method and the bolded cells represent the best value)

Shift FCC Sensitivity| Specificity FP FN POS
0.05 0.6674 0.9981 0.0059 0.3324 0.3922 0.0864
0.667 0.9978 0.0055 0.3326 0.4429 0.0904
0.075 0.6704 0.9978 0.0156 0.3303 0.2173 0.1578
0.6693 0.9974 0.0132 0.331 0.2814 0.1594
0.1 0.6782 0.9978 0.0391 0.325 0.1016 0.2876
0.6731 0.9955 0.0282 0.328 0.2409 0.2812
0.125 0.6948 0.9983 0.0879 0.3136 0.0381 0.4478
0.6805 0.9944 0.0528 0.3226 0.1749 0.4314
0.15 0.7268 0.9986 0.1832 0.2903 0.0154 0.6396
0.6913 0.992 0.0899 0.3145 0.1518 0.5854
0.175 0.7697 0.9992 0.3106 0.2565 0.005 0.7812
0.706 0.9902 0.1378 0.3033 0.1249 0.7236
0.2 0.8234 0.9993 0.4716 0.2091 0.003 0.879
0.7227 0.9871 0.194 0.2899 0.1176 0.823
0.225 0.8766 0.9995 0.6309 0.1559 0.0016 0.9438
0.7432 0.9854 0.2588 0.2733 0.1012 0.8968
0.25 0.9219 0.9994 0.767 0.1044 0.0016 0.975
0.7627 0.9821 0.3241 0.256 0.0996 0.9336
0.275 0.9548 0.9996 0.8654 0.0631 0.001 0.9896
0.7855 0.9806 0.3953 0.2357 0.0896 0.9698
0.3 0.9749 0.9995 0.9256 0.0359 0.0011 0.9956
0.8052 0.9775 0.4604 0.2163 0.089 0.9806

The average estimated PA parameters were alsola@i@d for each shift factor. Table 4.3 lists the

results for both the cluster based method and dnectuster based method.
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Table 4.3: Average of PA parameter estimates based on a Monte Carlo study (top values correspond to

the cluster-based method; the bolded cells represent estimates closer to the true parameter values of

B =(60, -19, 3)

Shift B, B B se(4) se(4) A
60.9942 -19.1802 2.0149 0.00359 0.00226 0.00184

0.05 61.0026 -19.1814 2.0190 0.00354 0.00221 0.00182
61.241 -19.2674 2.0227 0.00365 0.00228 0.00184

0.075 61.2574 -19.2736 2.0234 0.00353 0.00224 0.00183
61.4596 -19.3482 2.0308 0.00407 0.00236 0.2812

0.1 61.5068 -19.3648 2.0357 0.00354 0.00221 0.00182
61.6299 -19.4085 2.036 0.0048 0.00259 0.00187

0.125 61.7615 -19.4569 2.0401 0.00353 0.00224 0.00183
61.6991 -19.4370 2.0384 0.00664 0.00311 0.00194

0.15 62.0110 -19.5481 2.0523 0.00354 0.00221 0.00182
61.6867 -19.4296 2.0372 0.00879 0.00381 0.00199

0.175 62.2657 -19.6402 2.0568 0.00353 0.00224 0.00183
61.5422 -19.3761 2.0338 0.01100 0.00450 0.00206

0.2 62.5151 -19.7314 2.0690 0.00354 0.00221 0.00182
61.3216 -19.2955 2.0262 0.01187 0.00484 0.00213

0.225 62.7699 -19.8236 2.0734 0.00353 0.00224 0.00183
61.0702 -19.2083 2.0176 0.01159 0.00474 0.00219

0.25 63.0193 -19.9148 2.0857 0.00354 0.00221 0.00182
60.8742 -19.1325 2.0108 0.01024 0.00433 0.00221

0.275 63.2740 -20.0069 2.0901 0.00353 0.00224 0.00183
60.7290 -19.0814 2.0081 0.00879 0.00391 0.00222

0.3 63.5235 -20.0981 2.1023 0.00354 0.00221 0.00182

Table 4.3 shows that both estimators have biasamarpeter estimation compared to the true in-
control PA parametersﬂ;A:(GO, -19, 3 when there are large numbers of outlying profiles.

However, the estimated PA parameters from the elusised method have smaller bias than that from
the non-cluster based method, especially whenhtieis large. When the shift is small, both metkod
provide estimators with smaller bias. However, tfeg non-cluster based method, the bias is monotone

increasing as the shift increases. For examplenwthe shift is 0.05, the non-cluster based methaxl h
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estimated PA parameters ¢, =(61002, -19.181, 2.039while when the shift is equal to 0.3,the

non-cluster based method has estimated PA paremm‘t;@;{A :(63.524, — 20.098, 2.1()2The cluster

based method, on the other hand, provides estiniAeparameters with smaller bias when the shift is
very small or relatively large. For example, in Tea$.3, the cluster based method provides the atim
with the smallest bias when the shift equals 0@ t#we second smallest bias when the shift is egual
0.05. In other words, the bias of the estimate ftbencluster based method is increasing first wthen
shift increases and then is decreasing when the shaftger than about 0.2.

These results are consistent with the result inldrd.2 in that the cluster based method is sup&rio
the non-cluster based method when a larger nunfbeerg outlying profiles are present in the HDS.
Table 4.3 also shows that the estimates of botlhadsthave very small standard errors based on 5,000
simulations. The non-cluster based method seerhawe smaller standard errors. However, this result
does not affect our final conclusion that the dusiased method is superior to the non-clusterdbase
method since the differences between the standestseare negligible compared to the size of tlas bi
Conclusion and Future Work

The proposed profile monitoring methodology is lust profile monitoring methodology for Phase |
analysis. The goal is to improve upon the existmgthods which can be distorted by the profiles from
the out-of -control process. Specifically, the epsanshows that the cluster based method determined
correctly that at least one outlying profile wastined in the HDS. In addition, the cluster based
method provided accurate estimates of the PA paemand also identified the in-control and out-of-
control process correctly. The non-cluster basethatk on the other hand, detected the presence of a

least one outlying profile in the HDS but miscléissi one normal profile as an outlying profile,
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misclassified three outlying profiles as normal fies, and provided biased estimates of the PA
parameters.

The Monte Carlo study shows that the proposed ndethorks uniformly better when there is a
moderate or a large shift in the process. The megonethod not only had a larger POS, but alsahad
better performance regarding correct classificatiddditionally, the proposed method gave more
accurate estimates for the PA parameters.

The proposed method in the paper is illustratedtercase where the profiles are can be modeled
using parametric regression techniques. Howeveis afien the case, nonparametric methods may be
required to adequately model the profiles. The engtlare currently studying applying the clustereolas
method when nonparametric regression methods arepate.

The proposed algorithm was programmed using R laagrtogram is available from the authors upon
request. The algorithm is surprisingly fast. Foample, the case study required only a second to
complete the method using a moderately equipped PC.
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